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Abstract. This paper describes our product matching system developed for Semantic Web Challenge on Mining HTML-embedded Product Data 2020 (Task 1). Product matching is the task of identifying product offers deriving from different websites that refer to the same real-world product, which is a typical scenario of entity matching (EM). In our system, we implement four state-of-the-art deep learning-based entity matching models and integrate their results to get the final product matching predictions. Competition results show that, our system obtains promising performance on this task.
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1 Introduction

Product matching is the task of identifying product offers deriving from different websites that refer to the same real-world product, which is a typical scenario of entity matching (EM). In this task, product matching is handled as a binary classification problem: given two product offers decide if they describe the same product (matching) or not (non-matching). It is critical for many downstream applications such as product knowledge graph construction, product search, product recommendation etc. Entity matching has been extensively studied since the 1950s [7], thus a variety of methods for solving the EM problem have been proposed [8, 9]. The existing EM approaches can be roughly divided into two categories: rule-based, and machine learning-based. Rule-based approaches resolve entity record pairs using matching rules given by domain experts [10] or automatically learned from labeled examples [11, 12, 13]. Machine learning (ML)-based approaches usually treat entity resolution as a classification problem [14]. Traditional ML approaches include SVM-based models [15], Markov logic-based methods [16], active learning-based solutions [17], etc. Recently, some deep learning-base methods were also proposed for EM. One main advantage of such approaches is that they can better capture semantic similarity between textual attributes, and can efficiently reduce human cost in EM pipeline [1, 2, 5, 6, 18, 19].
In our system, we implement four state-of-the-art deep learning-based entity matching models (MPM, Seq2SeqMatcher, HierMatcher and DITTO), and integrate results output by them to get the final product matching predictions.

2 System Overview

As shown in Fig. 1, our system mainly consists of three pipeline modules, which are respectively pre-processing module, entity matching module and post-processing module. Pre-processing module is to normalize all attribute values and complete product entity information by extracting some new information. Entity matching module is to predicate whether the two offers refer to the same product using end-to-end entity matching frameworks. Post-processing module is to refine the matching results produced by the entity matching module via some heuristic rules.

![Fig. 1. Overview of our proposed system.](image)

2.1 Pre-processing

**Value Normalization.** For inputs of different subsequent modules, we use different pre-normalization strategies. In most cases, given a raw textual value, we remove non-alphanumeric characters and stopwords using NLTK, and then lowercase all tokens it contains. But when preparing data for model extraction, we don't do the lowercase operation and keep some special non-alphanumeric characters (such as “-” and “/”) which can be considered as important model extraction features.

**Attribute Extraction.** To complete product entity information, we attempt to extract two key types of attribute values for each product offer: brand and model. In raw datasets, brand is an existing attribute, but its value coverage rate is low (e.g. 57.4% in the official dataset). Model is a new attribute that can usually help in entity Matching. For the brand attribute, we use a vocabulary-based extraction approach. Specifically, we first built a brand vocabulary based on the WDC Product Data Corpus [20] (Computers & Accessories domain in its English version). Then use an exact matching strategy to get brand value for each product offer via the vocabulary. When constructing the brand vocabulary, we use the following existing attributes in the corpus: “brand”, “brand name”, “merk”, “manufacturer” and “marca”. For the model attribute, we use two strategies. The first one is vocabulary-based, which is similar to the extraction of brand. For model vocabulary construction, we use ”Part Number” and
“SKU” attributes in the WDC Product Data Corpus [20] (Computers & Accessories domain in its English version). The second one is pattern-based, in which we use about twenty Python regular expressions to filter model candidates from the existing title and description attributes. After get a candidate set of model values for each offer, we use TF-IDF to choose the final one.

2.2 Entity Matching

In this module, we use four recently proposed EM models (MPM, Seq2SeqMatcher, HierMatcher and DITTO) to predict whether two offers refer the same product. Then use a voting mechanism to integrate their prediction results for each product offer pair. Specifically, in Round 1 of this competition, we integrate results from MPM, Seq2SeqMatcher and HierMatcher. In Round 2 of this competition, we integrate results from MPM, HierMatcher and DITTO. Detailed introduction of the four models used in our system are as follows.

**MPM [1]**. MPM is an end-to-end multi-perspective matching model for entity resolution, which can adaptively select the optimal similarity measures for heterogenous attributes, and jointly learn and select similarity measures in an end-to-end way. As shown in Fig. 2, it uses a “compare-select-aggregate” neural framework, which first compares aligned attribute values in multiple perspectives using different similarity measures, then adaptively selects the optimal similarity measure for each attribute by designing a gate mechanism, finally aggregates the comparison results of the selected similarity measures from all attributes to make EM decision.

In our system, we use 4 attributes of each product offer as input: brand, model, title, price. For each attribute, we use eight similarity measures of three types (the same as in [1]) to get multi-perspective comparison results, then adaptively select the optimal one. We use the pretrained FastText 300-dimensional word embedding [3] for the two DL based similarity measures: rnn_sim and hybrid_sim. Hidden size of each GRU layer is set 256.
Seq2SeqMatcher [5]. Seq2SeqMatcher is a deep learning-based entity matching model aiming to effectively solve the heterogeneous and dirty cases by modeling EM as a token-level sequence-to-sequence matching task. Fig. 3 shows its architecture, in which each record is linearized as a token sequence, and each token is a pair of the form \langle attribute, word \rangle. From the figure we can see that: 1) it compares records in token-level instead of attribute level, where no attribute alignment knowledge is needed, therefore can naturally solve the heterogeneous schemas; and 2) tokens can be compared across attributes and contribution of each token to the final EM decision is automatically learned, therefore the dirty cases can be effectively solved.

For this model, we use 4 attributes of each product offer as input: brand, model, title, price. And we use the same word embedding and parameter settings as the originally paper [5] in our system.
**HierMatcher [6].** HierMatcher is a hierarchical matching network also designed to resolve heterogeneous and dirty entity matching problems. As shown in Fig. 4, it can jointly model entity matching at three levels (token, attribute, and entity) in a unified neural framework. At the token level, it constructs a cross-attribute token alignment module. By selecting comparison objects for all tokens across all attributes, it can effectively address the schema heterogeneity and the misplaced-type dirty data problems. At the attribute level, it uses an attribute-aware attention mechanism, which can learn to identify important information for different attributes, therefore can effectively resolve the redundant-type and noisy-type dirty data problems. Furthermore, by obtaining matching evidence level by level, i.e., aggregating comparison results from token level to attribute level, and then to entity level, it can fully take advantage of hierarchical structure information of entities.

For this model, we use 4 attributes of each product offer as input: *brand, model, title, price*. And we use the same word embedding and parameter settings as the originally paper [6] in our system.

**DITTO [2].** DITTO is a novel entity matching system based on pretrained Transformer-based language models. It fine-tunes and casts EM as a sequence-pair classification problem to leverage such models with a simple architecture. As shown in Fig. 5, given two entities, DITTO serializes them as one sequence and feeds it to the model as input. The model consists of (1) token embeddings and Transformer layers from a pre-trained language model (e.g., BERT) and (2) task-specific layers (linear followed by softmax). Conceptually, the [CLS] token “summarizes” all the contextual information needed for matching as a contextualized embedding vector $E'_{CLS}$ which the task-specific layers take as input for classification.

In our system, we fine-tune our EM model on an uncased 12-layer DistilBERT [4] pre-trained model. We fix the learning rate to be 1e-5 and the max sequence length to

---

**Fig. 5.** Framework of the DITTO model used in our system.
be 512. For each product offer, we use the following 4 attributes for matchings: brand, model, title, price.

2.3 Post-processing

Post-processing module is used to correct some obviously error of prediction results output by the entity matching module using heuristic rules. For example, those pairs with exactly the same title, but be predicted to be non-matched, and those pairs with different brands but be predicted to be matched.

3 Data

In this competition, compared with test set, official released training and validation sets are much easier. Furthermore, they do not cover the product offers contained in the test set well. Therefore, for the competition, we construct an extended training dataset and an extended validation dataset, which are harder and have better coverage of the product offers in the test set. The size of our extended training set is 138,461, which contains 68,461 pairs from official training set and 70,000 new hard pairs. The size of our extended validation set is 6,100, which consists of 1,100 pairs from official validation set and 5,000 new hard pairs. Additional hard instances (product offer pairs) mentioned before are obtained by the following two steps.

**Step 1:** Initial candidate set construction. We first sample 10,000 clusters from subset of the WDC Product Data Corpus (English version), each product of which belongs to the Computers & Accessories category. Then we construct a large dataset containing 914,878 product offer pairs using the same strategy as the one used to construct official training dataset.

**Step 2:** Hard instance selection. Given each offer pair from the initial candidate set, we then use Jaccard similarity of offer titles to select hard samples. Specifically, for each positive sample, if title similarity of its offers is less than 0.4, we consider it as a hard one. For each negative sample, if title similarity of its offers is more than 0.6, we consider it as a hard one. Finally, we randomly sample corresponding numbers of samples for the extended training set and validation set described before. Positives/negatives ratio in the sampled hard pairs is 3:7.

4 Evaluation

Table 1 reports the results of our systems in the two rounds of this competition. ISCAS-ICIP is our system in Round 1 integrating results of MPM, Seq2SeqMatcher and HierMatcher. ISCAS-ICIP (R2) is our system in Round 2 integrating results of MPM, HierMatcher and DITTO. From this table we can see that, our systems significantly outperform the baseline system built on DeepMatcher. Specifically, ISCAS-
ICIP and ISCAS-ICIP (R2) respectively achieve 9.8 and 12.6 F1 score improvement on the test set. It demonstrates that, our systems can achieve promising performances for the product matching tasks. Besides, both of our systems in the two rounds outperform all base models integrated by them, which demonstrates the effectiveness of the integration strategy used in our systems.

### 5 Conclusion

This paper describes our product matching system developed for Semantic Web Challenge on Mining HTML-embedded Product Data 2020 (Task 1). In our system, we implement four state-of-the-art deep learning-based entity matching models (MPM, Seq2SeqMatcher, HierMatcher and DITTO), and integrate results from multiple models from them to get the final product matching predictions. Competition results show that, our system obtains promising performance on this task.
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